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deep learning structures, which greatly enhance the performance as of superior represen-
tation capacity over big data. To apply these methods, massive data needs to be collected
from distributed systems, requiring high costs for data transmission and causing more and
more concerns on privacy issues. For the naturally distributed data in such scenario, this
work presents a novel collaborative deep learning framework with the idea that the fea-
Distributed complex systems tures: as representatiqns of data, can be transmitted tl}rough lgte{lt parameters of deep
Collaborative deep learning learning structure while the raw data won’t be shared in the distributed network. Based
Privacy preserving on the collaborative learning setup, the proposed framework adopts a secure communicat-
ing strategy with no need of transmitting raw data, and obtains a consensus for distributed
deep learning models that can be geographically located. To validate the proposed scheme,
four case studies are carried out and the results show that it is able to improve the diagno-
sis accuracy compared with local learning models. Also, it is robust and adaptive for diag-
nosis problems with data that is imbalanced or from different distributions.

© 2021 Elsevier Ltd. All rights reserved.
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1. Introduction

In distributed complex systems, such as mechanical systems (bearing, gearbox, rotor system, which are widely adopted in
diverse applications), energy systems (wind, solar, thermal power plants, extensively installed depending on the circulation
of energy resources), condition monitoring and fault diagnosis have received considerable attention. The data collected from
the aforementioned complex systems is with a common characteristic that the data is spatially distributed, and it is usually
stored in local data centers (e.g., a wind farm manages the data from tens or hundreds of wind turbines), which probably
belongs to different owners. Traditionally, data is transmitted to the central data management center on the purpose of stor-
age and data mining within the same owner. However, data sharing with different owners probably causes concerns, such as
security, privacy, etc [1]. Also, managing a single data center for the whole system may not be efficient in terms of the cost,
security and availability [2]. Taking wind farms in China as an example [3], data collection and condition monitoring centers
are set up in various wind power enrichment locations for daily operation and maintenance. Within the local data centers
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belonging to the same owner, different wind turbines have the same type of data [4]. As the data centers are affiliated with
different companies, data sharing is not allowed due to the privacy and the security concerns. However, data sharing is
essential for big data analytics, especially for distributed systems. The reason is that condition monitoring data probably
has limited variety of faults and diversity of operating conditions for a local data center. Therefore, forming a diagnosis model
needs more data from other data centers.

In the recent year, deep learning framework in fault diagnosis has attracted much attention. These kinds of models dis-
tinguish themselves with high accuracy [5-7]. But the requirement of the variety and volume of data for a diagnosis frame-
work is more significant for deep learning structures.

Intensive researches have been conducted in the community with the characteristics of deep learning on highly nonlinear
representing power between the inputs and outputs, automatic feature extraction in an end-to-end manner, and improved
performance, robustness and versatility over shallow methods[8-11].

Enjoying nonlinear modeling capacity between the inputs and outputs, those overparameterized deep learning
approaches highly rely on the amount of data, to solve optimization problems and avoid overfitting [12]. For example,
the diagnosis accuracy decreases with the reducing size of available data in deep long-short term memory (LSTM) networks
and convolutional neural networks (CNNs) [13].

Therefore, the gap between the data requirement for deep learning methods and the data distributivity for complex sys-
tems is one of the major challenges.

To collect enough data for deep learning structures while maintaining privacy, training the models in distributed way has
been attracting more and more attention, where Federated Averaging and its variants are considered to be a great method
[14]. The intention of the federated learning is to deploy the algorithms among the edge computing resources such as smart
phones and idle computers, where the data is available from individual agents while model parameters of deep learning
structures are managed in a central server (master-slave architecture). Such a method is widely used in different fields like
medical and 1oT [15,16]. However, the distributed learning schemes need more discussion in the task of fault diagnosis,
where both source and demand of data have wide distribution.

In this context, a distributed learning scheme, noted as collaborative deep learning, is presented in this work to address:
(i) the scenario of deep learning in distributed complex systems, where the data and computing power are both geograph-
ically distributed, for the purpose of bridging the gap between the data dispersity for complex mechanical systems and the
data requirement for deep learning models, (ii) data sharing with privacy preserving, where the raw data can not be trans-
mitted, and the information only for fault diagnosis represented by the model parameters will be transmitted, (iii) utilization
of all the computing resources that are geographically dispersed, where the connecting and communicating strategy is
required to determine what and when to communicate in the distributed learning framework.

As discussed above, data is massively collected in a distributed manner and a suitable distributed learning scheme design
is important for improving accuracy of data-driven fault diagnosis. Various distributed learning schemes were proposed
recently, including Federated Averaging we mentioned above and its several variants [17-20]. However, actually most of
them focus on high Performance Computing (HPC) clusters or Edge Computing units to address the limit of computing
resources for each unit, which requires a central server. But in our scenario, a central server means a possible loophole
due to the manipulation of centre’s privilege. Therefore, in our applications of distributed industrial systems, a peer-to-
peer architecture is more appropriate in terms of the decentralized model and its parameters. There are still some decentral-
ized methods like gossip algorithm [21]. But this method utilizes the probability communication, which is not stable com-
pared with the proposed collaborative deep learning framework for fault diagnosis in our paper.

The specific contributions of this work are as follows.

e The collaborative deep learning framework is presented for fault diagnosis in distributed complex (mechanical, energy,
etc.) systems, which is privacy preserving with no need of raw data sharing. Towards parameter communication of deep
model architectures among agents in the distributed network, the proposed framework is shown to be robust and adap-
tive for diagnosis problems with data that is even imbalanced or from different distributions (collected in diverse com-
ponents, e.g., different bearings or devices).

e Based on synchronous consensus-based distributed stochastic gradient descent (CDSGD), the consensus-based dis-
tributed Adam (CDAdam) algorithm is proposed for the collaborative learning framework in practical scenarios. By adding
a communication layer, the presented framework enjoys the privileges of parallel computing and easy implementation.
Additionally, the proposed CDAdam delivers us one quite useful insight in the consensus-based distributed adaptive gra-
dient descent algorithms, which can embrace other popular optimizers, such as AdaGrad, RMSProp, etc., for other
applications.

o The proposed framework is validated with four case studies, and the presented framework is shown to be able to improve
the diagnosis accuracy without transmitting raw data between distributed complex systems. Especially for the imbal-
anced data among the agents of the distributed network, the presented framework boosts the classification accuracy
among the agents (close to the central setting, but without raw data transmission.)

The significance of our proposed method mainly lies in three folds. First, in the era of big data, deep learning models have
become the state-of-the-art that typically requires a large amount of data in engineering problems such as fault diagnosis.
The rapid development of computing devices and communication technologies also enables the distributed computing,
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which correspondingly requires effective distributed learning algorithms. Second, compared to the traditional methods, data
privacy and distributions are two key issues that now have received considerable attention from the community. Generi-
cally, they are existing in almost all engineering systems and so our collaborative learning framework provides the first
attempt to solve the problems and maintains the favorably comparable performance as in the centralized systems for the
fault diagnosis. Third, the development of the distributed algorithm can be extensively adapted in different applications with
other core methods. Our communication layer design and field implementation workflow are able to be adopted in other
time series problems, e.g., forecasting and prediction.

The rest of the paper is outlined as follows. In Section 2, we provide preliminaries. In Section 3 we present our collabo-
rative learning algorithm for distributed renewable energy systems. Experimental results are shown in Section 4 and con-
cluding remarks are given in Section 5.

2. Preliminaries and background
2.1. Deep learning for fault diagnosis

This work is focused on deep learning algorithms with the massive data collected from distributed mechanical and energy
systems, for fault diagnosis, prognosis and health management. In the recent year, deep learning framework in fault diagno-
sis has attracted much attention. For an instance, Wang et al. [22] and Chen et al. [23] adopted the deep confidence network
to achieve fault diagnosis of rolling bearings and gearboxes, and the robustness and accuracy are comparable to the state-of-
the-art method. Janssen et al. [24] applied convolutional neural network (CNN) to solve two traditional problems including
outer ring raceway failure and lubrication performance degradation in rotating machinery. Nasser et al. [25] constructed a
recurrent neural network model to analyze the operation behavior of the wind power system, which can finally perform fault
identification in a short time, with a very low false alarm rate. Besides the literature above, more convolutional neural net-
works (CNN) based diagnosis models [26], recurrent neural networks (RNN) based diagnosis models [27] and long-short
term (LSTM) based models [28]. In this work, we mainly focus on the long-short term (LSTM) based models. These model
could extract the long-term relationship in the time series fault data compared with other models and it could derive a more
accurate result in the fault diagnosis task.

However, these deep learning methods need a large amount of data to achieve a good performance. Considering the data
is usually scattered in distributed industrial systems, this work intends to develop a method to provide the deep learning
networks with more data in a distributed learning manner. With more available data, the deep learning networks could
enjoy the privileges of massive data for better solving the optimization problem and improving the diagnosis accuracy.

2.2. Long short-term memory (LSTM) networks for fault diagnosis

The deep learning model this work applied is the Long Short-Term Memory (LSTM) model [29], which is mainly applied to
the analysis of time series data, including Natural Language Processing. The main idea of LSTM is to update the hidden state
h; by the continuous input of time series to reflect the features embedded.

However, due to a large number of back propagation iterations, only a single feature extraction design will encounter the
problem of vanishing gradient in practical applications. Therefore, in order to ensure a better gradient flow, LSTM model has
been applied, which introduces two mechanisms of memory and forgetting, providing a highway for gradient back propa-
gation, such that the extraction of time series data features is more efficient.

For the input sequence [si,...,5],s: € RY the specific architecture is not only to maintain the aforementioned hidden
layer state h; € R, but to maintain the memory unit state c; € R" as well.

i =0oUhey +Wise + b)), f, =0 (Ushe_y + Wys. + by))
0 = O-(Uoht—l + Wost + ba)7 Et = tanh(ucht—l + Wcst + bc)) (1)
¢ =fiOc1+i®c, h =o o tanh(c)
where U;, Uy, U,, Uc € RPH Wi, We, W, W € R**? b; by, by, b, € R are model parameters. The specific LSTM unit structure is
shown in Fig. 1.
Based on the LSTM model above, we design a deep learning framework for fault diagnosis, which is based on the multi-

variate time-series data. First, we split the whole time period to several segments for the preparation for our sequence model
and transform it to the LSTM input vector. The specific function could be described as follows:

Ki, = (D(Smt:mHm) (2)

where k;, € R™ are the i,-th network inputs, where m is the intercept window size and n is the dimension of this time series
data. @ is the preparation function, and s is a time-series signal segment s € R*" from n sensors and [ is the series time
length. The preparation function with many sensors can not only be a single cut-off function, but also including some dimen-
sion reduction operations like PCA, variation auto-encoder and so on, depending on different scenarios. With this function,
the fault diagnosis LSTM network architecture is shown in Fig. 2. We first process the training data into the segment with
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Fig. 2. Diagram of fault diagnosis LSTM networks.

length m. Then the input data for each time’s LSTM is fed and we need to learn a suitable hidden layer representation h,. With
the final stage hidden layer, the classification task is finished with a fully-connection and softmax layer with a cross-entropy
loss. With a sufficient number of input data and final labels, parameters for the model can be learned. For the future data, we
also process it to the segment and identify the state in the period of segmentation. In the following part, for simplification,
we denote the whole LSTM model as f, where f : R™¢ — R,

3. Collaborative deep learning architecture for distributed complex systems
3.1. Problem formulation

To formulate the collaborative learning problem properly in a distributed renewable energy system, we leverage the basis
of the graph theory. Consider the distributed renewable energy system as a network system that involves N agents such that
the underlying graph is defined as ¥ = (v, &), where v~ = {1,2,..., N} signifies the set of agents and & C 7" x ¥~ indicates
the set of edges. Specifically, the schematic diagram of such a network system is shown in Fig. 3 (b). Each agent is equivalent
to the aforementioned computing node, which actually can be one single computer or a cluster of computers placed in some
computer centers. For any two agents i,j in the network system, if (i,j) € &, these two agents are able to communicate their
own information with each other. We also define the neighborhood of any agent i € v~ in this context. It is denoted by
Nb(i) := {j € 7 : (i,j) € & or j = i}. Throughout this paper we assume that ¢ is undirected and connected. As discussed before,
we are interested in the fault diagnosis problems in distributed complex systems where different fault data is stored in var-
ious computing nodes instead of the same node. Thus, we denote by Z;,i € ¥~ each training data set, which comprising g;

samples corresponding to the i-th agent and by fi(x) the local objective function to be minimized for each agent, where
x € R is the decision variable to be optimized by all agents (i.e. the parameters to be learned in all LSTM networks),
fi : R™9 — Ris only known by agent i. It should be noted that LSTM networks are applied in this work for the objective func-
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Fig. 3. Distributed deep learning architecture.

tion, and the reason is explained in Section 2.2 that the LSTM networks are suitable for the fault diagnosis problem [13].
While other types of machine learning or deep learning models can also be applied as the objective function in the presented
framework, and the selection of the objective function mainly depends on the problem to be solved, such as diagnosis, prog-
nosis, or other tasks. We also define that g = Zﬁlqi as the total number of samples.

The basic problem of collaborative deep learning is to solve the optimization problem to train the model in each computer
to be as accurate as possible in the real test data. To achieve the goal of data privacy protection, the constraint that the
amount of information communicated between the nodes is strictly less than the amount of information of the original data
should be set in this problem.

More specially, in this problem true (raw operating) data could not be transferred but a more accurate model needs to be
derived in each node than the model that is trained by only making use of local data. Mathematically, such an optimization
problem is expressed by

min 35 f(x). 3)

where z represents a sample in ;. When solving the above optimization problem, each agent has its own estimation of x
such that Eq. 3 can be rewritten as

N
min 122}‘;(%)7 st.x=x if(i,j)eé. (4)
q i=12€%;

In this problem, as we mentioned before, the training model is a complex deep learning model, and the goal of it is the
classification problem of fault categories. When applying the collaborative deep learning framework to our specific scenario,
the difficulty of the problems has two folds: one is that the algorithm should take the network’s topology and communica-
tion constraint into account and get the useful information transferred in the network; the other is that solving the Eq. 3
could be computationally intractable, as it is difficult to search the global optimal solution. Regarding the first difficulty,
the proposed algorithm in this paper considers communicating their model weights among agents. A specific communica-
tion layer will be designed to help address such an issue. For the second difficulty, however, fortunately, in [30], the authors
have shown the convergence to a feasible first-order stationary point even when f' is highly non-convex. They also showed
explicitly the relationship between the convergence and the network topology, which allows us to obtain the quantitative
impact of the network topology in our case. Please refer to [30] for more details on the theoretical analysis.

3.2. Collaborative deep learning algorithm

To solve the above problem in Eq. 4, a collaborative deep learning algorithm is proposed. The basic rules of the algorithm
follow the idea of gradient descent. First, the local agents utilize their LSTM models and parameters x' to derive the predic-

tion and then the loss. From the backpropagation, the gradients for each agent could be obtained as g(x') = \Y/i (x') and the
parameters x' for each agent could be updated as follows:

X =x—ng(x), (5)
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where # represents the learning rate (step size). Next follows the key part of the collaborative learning. To derive other
agent’s information with privacy preservation, we need to conduct parameters’ transferring, which is showed specifically
as follows:

X= > m, (6)
)

JeNb(i

where 7; denotes an element at the i-th row and j-th column of the weight matrix IT € R™". Throughout the paper, we
assume that IT is symmetric and doubly stochastic. If the agent j is not adjacent to agent i, the weight m; could be set to 0.
This algorithm could converge well with the theoretical proof in [30].

For visualization, Fig. 4(a) shows the process of the computation and communication based on the algorithm presented in
[30]. Different from the centralized manner in 3(a), this distributed learning scheme in 3(b) trains the model by exchanging
the parameters of the model, and the privacy is preserved by not transmitting the raw data. However, in the implementation
of the collaborative learning for distributed renewable energy systems, a few adjustments need to be taken. As the algorithm
is sequentially updated in [30], the first adjustment in this context should be done for the parallelism. In addition, due to the
complexity in most deep neural networks, the Adam optimizer [31] has been shown empirically better than the SGD. Thus,
we also provide an variant of the distributed learning algorithm using the Adam optimizer. (see Fig. 5).

Parallelism The structure for parallelism is shown in Fig. 4. In Fig. 4(a), the parameter transferring from Agent i to j (rep-
resented by the green line) occurs after the update of Agent i, which is a sequential updating strategy and it becomes the
bottleneck of the algorithm and slows down the convergence rate. In this work, a real synchronous collaboration is adopted,
as shown in Fig. 4(b). A communication layer for the synchronization, is responsible for collecting the parameters from all of
the neighbors (defined by the graph) and then it triggers the next step. With this structure, all the agents are able to update
their parameters synchronously within the same step. The problem that whether there exists a agent that might fall behind
and become a cumbrance to the whole distributed learning system is naturally solved.

Synchronous-CDAdam As shown in [31], the Adam optimizer has been adopted to many deep learning optimization
problems and resulted in a better performance compared with simple SGD. Hence, in order to better solve our problem,
we extend the framework of the CDSGD in [30] to the Adam optimizer. We take advantage of the averaging for consensus
and apply this perspective to the Adam optimizer. Adam adopts the momentum and adaptive learning rate to control the
learning process. We also add the moment to the shift of the local parameters, which preserves the tendency of the local
shift to reduce the variance caused by the stochasticity of data. We next change the learning rate since all of our agents have
been synchronized and the local learning rate adjustment could be the same and conducted locally. Therefore, the CDAdam
optimizer is formed in this work where a consensus and averaging substep is added after the updates in the original Adam
algorithm for each local agent because the two main steps of Adam can be both conducted locally with the analysis above.
The specific algorithm is shown in the Algorithm 1. We make use of the local gradients and the stored momentum to con-
struct the momentum locally as follows:

(a) Ggem i, data subset i

NE ES X
ot — LSTM!, LSTM), LSTM} [—
§ /
j — i
Xk+1 = Z TjiX) \ /
ggent J, data subset j A
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j j j
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\ ! 2 J
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X
Yptin = LSTMY LSTMi[—
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. J

Fig. 4. Communication layer design.
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mjm =B m}; + (1= p)- & (Xi)’ (7)

where mi, , means the local momentum and $; denotes the ratios of the step influenced by the momentum. After the broad-
cast and consensus, this item could become the momentum for the virtual model who owns data of all agents to conduct
training centrally. Then the adaptive learning rate steps are as follows:

Vier =B - Vi + (1= ) - g () - g (x2), (8)

where V;’H1 is used for local learning rate adjustments. For this adaptive learning rate changing, since we conduct synchro-
nization and the agents’ consensus, this learning rate adjustment cannot vary much for all the agents and we achieve the
results of adaptive training for the total distributed system. Finally, we conduct the averaging between all the agents’ param-
eters to make consensus through our communication layer. The empirical results demonstrate that this Synchronous-
CDAdam algorithm can speed up the convergence in our experiments without losing the characteristics of our distributed
learning framework.

Algorithm . Synchronous-CDAdam (for node i)

Input: learning rate #, parameters weight matrix for node i 7t;, the number of epochs M, constants g4, 5, € [0,1),
e=10"%
Output: the models’ parameters in node i X},
Initalize all the nodes’ parameters xi, exponential moving average of gradient values mg, exponential moving
average of squared gradient values Vy, k=0
while epoch k < M do
if calculation for all nodes not done then
wait and set the signal of completion
end if
broadcast xi, to and receive xi from neighbors
Myq = By - M+ (1= By) - 8e(X})
Vier = B2 - Vie+ (1 = B2) - & (%) - & (xL)
update: pi, = xi — VI my

-8 Vi +e

consensus: X}, ; = TPy + Zjer(i)j#inijx]k
k=k+1
end while
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Communication layer design To realize the parallelism in the collaborative learning framework, we add a communica-
tion layer for synchronization. In this part, we present the effect of this block in detail. To realize the aforementioned par-
allelism, we need an extra controller to guide the local agent and help synchronization. The communication layer is designed
for this. To achieve the consensus step, we need this block to collect the parameters and do averaging from the neighbors.
The agent does not start because it does not know whether synchronization has been achieved. Therefore, the block sends
the signal to broadcast to other agents that this agent has finished the task of its iteration and waits for other agents’ signal.
After receiving all the signals, it will start the next step. Aided by this communication layer, our architecture becomes more
clear and each mode is taken apart for easier design or direct applying mature software, which reduces the burden for the
system’s implementation. In addition to that, more functionalities could be developed by considering time delay, topology
etc., which would make our algorithm closer to reality.

4. Results and discussions

The case studies for implementing the presented collaborative deep learning framework consist of three scenarios, (i) the
data assigned to the agents is with i.i.d. assumption (i.e., the distributions of the training data in terms of the inputs and out-
puts are same), two case studies using wind turbine test rig [32] and FDI [33] data sets are applied in this scenario (noted as
Scenario I),(ii) the data in the agents is imbalanced, the wind turbine data set is applied in this case by assigning imbal-
anced data to two or more agents (noted as Scenario II), and (iii) the data in the agents is with different distributions
(noted as Scenario III), bearing data set by Paderborn University [34] is applied in this case, where each agent is assigned
with healthy and fault data from different bearings. We use these tasks to check the correctness, robustness against data
distribution and generalization in the real world cases.

4.1. Data sets

The used data sets are explained in this section, and the four case studies in the aforementioned three scenarios will be
illustrated in the following sections.

Wind turbine data set. A direct-drive wind turbine test rig in the laboratory [32] is applied and the data in the normal
condition and 11 fault conditions are collected.

The setup of the test rig can refer to [32]. The whole system obtains the wind through a wind tunnel using an axial flow
fan. The fan speed is adjusted by changing the wind speed such that different working conditions could be simulated. Our
main characteristic data is derived from the time series data collected by the generator’s horizontal and vertical direction
displacement sensors, and front and rear acceleration sensors for bearing supports.

In the experiment, the sampling rate is 20 kHz. Twelve machine conditions are simulated in test rig including 11 fault
conditions and one normal condition, as listed in Table 1. All these faults can fundamentally cover the common failure modes
from wind wheel to drive-chain [4,12].

Data preparation of the wind turbine data sets will be introduced in Scenario I and Scenario IT of the following sec-
tions, with different settings of the data assignment to the distributed agents.

Fault detection and isolation (FDI) data set [33]. The fault detection and isolation (FDI) is based on a 5 MW wind turbine
model proposed in [33]. The settings of the fault conditions used in this work follow the instructions in [35]. The measure-
ments and data generation process follow the method described in [13]. FDI data set is applied in Scenario I) where the
training data is equally assigned to each distributed agent. The training data consists of 8 measured parameters and 8 con-
ditions, which is showed in Table 2.

The measurements used in this work are listed in Table 3. Other data generation process follows the method described in
[13].

Table 1
Tested conditions (normal and 11 faults) on wind turbine
test rig.
Condition ID Description
0 Normal
1 Misalignment, horizontal direction
2 Misalignment, vertical direction
3 Loosening, front bearing support
4 Loosening, back bearing support
5 Rolling element fault, front bearing
6 Inner-ring fault, front bearing
7 Outer-ring fault, front bearing
8 Mass unbalance of wind wheel
9 Variation in airfoil of blades
10 Yaw fault
11 Aero-asymmetry of wind wheel

8
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Table 2
Description of FDI dataset.

ID Description[35]
0 Normal condition
1 Pitch actuator, change in dynamics: high air content in oil (w, = 5.73rad/s, ¢ = 0.45)
2 Pitch actuator, change in dynamics: pump wear (w, = 7.27rad/s, ¢ = 0.75)
3 Pitch actuator, change in dynamics: hydraulic leakage (w, = 3.42rad/s, ¢ = 0.9)
4 Generator speed sensor, scaling (gain factor equal to 1.2)
5 Pitch angle sensor, stuck (fixed value equal to 5 deg)
6 Pitch angle sensor, stuck (fixed value equal to 10 deg)
7 Torque actuator, offset (offset value equal to 2000 Nm)
Table 3

Description of FDI dataset.

S

Measurement[36,33]

Wind speed
Rotating speed of wind wheel, wy;;;
Rotating speed of wind wheel, wy,
Rotating speed of generator rotor, Wgp1
Torque of generator, Tgm

Pitch angle of blade 1, By,

Pitch angle of blade 2, B,

Pitch angle of blade 3, B3,

00NN U A WN =

Bearing data set by Paderborn University|34]. This data set is obtained by the modular test rig at Paderborn University,
where the details are described in [34]. To form the distributed learning setup for Scenario II1T with five agents, the nor-
mal and two fault conditions (inner-ring fault and outer-ring fault) are chosen from different bearings and each agent in the
distributed network is assigned with unique bearing data. In this context, the training data for the agents is non-iid, and the
distributions are significantly different. We will detailed discuss about the fault type of each agent in the following part of
Scenario III.

4.2. Case studies on three scenarios

Distributed agents (complex systems) setting. Five agents are assumed in the distributed network for the case studies in this
work, where each agent (node) represents a local data center that holds data collected from the local complex systems. Note
that the number of agents can be different in different applications.

Distributed network’s topology and communication setting. The distributed network is represented by a fully-connected
graph, which means that the communication occurs between each two agents. For each agent, a local deep learning model
can be formed with local data and the parameters of the model will be exchanged following the setting of the distributed
network.

Comparison methods. Besides the distributed learning framework, the central and local schemes will be compared in the
following case studies (as listed in Table 4). For the Central training strategy, data needs to be transmitted to a central data
center (which is probably not idealistic in reality). As all data can be seen by the deep learning model in this setup, the per-
formance will be better and this can be treated as the upper bound for the distributed learning strategy (i.e., collaborative
deep learning model in this work). For the Local training strategy, the deep learning model is only trained by the data in
each agent. The local data would be only input to the local agent. The final one is our Distributed training, which allows
the parameters’ communication based on the local strategy.

Table 4
Three training strategies: central, local and distributed training.
Strategy Implementation
Central Training in the central data center, where fault data is transmitted to the center from local agents.
Local Training separately in each local agent (node), without communication among the distributed complex systems.

Distributed  Training in each agent with communication of model parameters among the distributed complex systems (distributed network), while
raw data is not transmitted.

" Collaborative learning proposed in this work.
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With this setup, case studies on the aforementioned scenarios are carried out. Note that the improvement of performance
on the presented collaborative deep learning algorithm over the local training model can be treated as the gain of the col-
laborative deep learning framework.

4.2.1. scenario I: collaborative deep learning with balanced data sets

Wind turbine data set and FDI data set are applied in this scenario, noted as case i and case ii.

Case i: wind turbine data set with balanced setting

Data preparation and hyper-parameters. The measurements are collected from four sensors in the test rig and exper-
iments on single sensor and multiple sensors are implemented. The input length of the time-series data is 4000 for
each sensor and reshaped into 200 x (n x 20), where n is the number of sensors, 20 is the window size and 200 is
input sequence length. n =1, for single-sensor case, and n = 4, for multi-sensor case. A two-layer LSTM structure is
applied where 200 hidden units are included in each layer. The total number of samples for each condition is 300.
CDAdam is applied with the learning rate 0.01. The hyper-parameter search and fine tuning process follow the prin-
ciples in [13].

Performance evaluation. The training and testing accuracy for single-sensor and multi-sensors are shown in Fig. 6. It shows
good convergence rate presented by the collaborative learning algorithm, indicating that the distributed algorithm and the
communication of model parameters do not affect the convergence of model and we would derive a stable solution through
this training process. Also, the number of epochs (about 1,000 for multi-sensors and 2500 for Sensor 1,2) needed to the con-
vergence in the collaborative learning is larger than that in the central learning scheme (as shown in [13]), which is a draw-
back for the distributed learning algorithm that the convergence rate is smaller. (see Fig. 7).

Comparisons. Comparing the accuracy of the test set of this distributed model with the 20% data local training
model without communication in network, in all cases, the minimum value of each node of this distributed model
is greater than that above 20% data training results. It shows that at each node, better results are obtained than
the local strategy’s result, indicating that such a distributed deep learning algorithm can improve the accuracy of each
node model, thus achieving more accurate faults diagnosis. Later, the bar graph also compares the distributed and
fully-center algorithm’s performance which is an upper limit for the distributed model. As can be seen from the figure,
this model has been close to the upper limit in multi-sensors, in which the gap is only 0.3%. For some single sensor
data experiments, the distributed deep learning fault diagnosis model can guarantee data security and take full advan-
tage of fault data to derive a result as accurate as the central strategy with raw data collection. In other words, each
node with fault data participating in the distributed training process can obtain a more accurate fault diagnosis deep
learning model.

In terms of the classification performance on each condition, the confusion matrix Fig. 8 shows that mis-classification
rates for 300 samples each condition. In the figures, we show the percentage for the confusion of the fault type.

From the figure, the error of condition 7 is significantly reduced for the collaborative learning model. For condition 10, the
local learning model almost misclassifies all of them, while the collaborative learning model can classify around 10% of them
correctly. From the t-sne of the hidden states plots in Fig. 9, we could find out that the condition 7 and 10 could be hard to
distinguish from condition 9 and 11. Therefore, more information would be needed for a better performance of the classifier.
Actually our model takes advantage of all the parameters and gathers more information. It should work better in condition’s
recognition, which is consistent with our confusion matrix.

Case ii: FDI data set with balanced setting
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Fig. 6. Training and testing accuracy of Case i for collaborative deep learning framework.
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Data preparation and hyper-parameters. The deep structure used in this case is the same as that in case i. The input dimen-
sion is 10 for the one-layer LSTM model, where the number of hidden units is 140. CDAdam is applied with the learning rate
searched from 0.0001 to 0.01. More detailed process for the data could be showed in [13].

Performance evaluation and comparison. The training process is shown in Fig. 10(a), where the collaborative learning
model converges after around 1800 epochs and the testing accuracy approaches to 100%. It reflects that our model could
be generalized to other dataset.

Fig. 10(b) shows that the performance of collaborative learning model is close to central learning model (98.9% vs 99.4%),
which indicates that for other dataset, the collaborative one can also achieve a good performance without the need of data
transmission (which the central learning model needs). Compared with the local learning model (the best performance is
shown in the figure), the accuracy of the collaborative learning model is over 14% higher, which implies the necessity of
a distributed learning framework for the exchange of the classification knowledge represented by the data in other agents.
In brief, this experiment verifies that our proposed distributed framework could be generalized to other datasets.

From the above two case studies, the collaborative deep learning framework successfully extracts the information repre-
sented by the data from other agents to improve the performance. In the mean time, since no data transmission during the
collaborative learning process, the data privacy is preserved.

4.2.2. scenario II: collaborative deep learning with imbalanced data

With the assumption that fault occurrence depends on the operating and environmental conditions, imbalanced setting is
often observed in reality, especially for the scenario that the data is collected from distributed complex systems.

Case iii: Wind turbine data set with imbalanced setting

Imbalanced data and model setting. Based on the data preparation in case i with five agents, we change the distribution of
the agent. In case i, each agent has the equal data of all the conditions. The data ratio for the conditions 4 and 5 is assigned as
1:1:1.2:0.8:1 and the data ratio for the conditions 7 and 8 is assigned as 1:1:0.8 : 1.2 : 1. The specific meaning of each
condition could be viewed in Table 1. It could be found out that agent 3 and 4 have different distributions from other agents.

LSTM is also applied in this case with the same setting in case i in terms of the model structure, the learning rate, opti-
mizer selection and hyper-parameter searching.

Performance evaluation.

First we still analyze the convergence and average performance comparison as before in Fig. 11. Fig. 11(a) shows that our
algorithm converges well for this imbalanced data set after about 1800 epochs. Actually, we only need 500 epochs to get a
model with great performance in this case. It means that our distributed model could be also stable in the data imbalanced
case. Compared with the center method in Fig. 11(b), our performance approaches the upper bound and we also gain a per-
formance boost by around 4% compared with the local non-distributed algorithm. This part verifies that our distributed
model could be extended to imbalanced dataset, which is more closer to reality.

Then we turn our attention to the two agents with imbalanced data (agents 3 and 4). Fig. 12 shows that for the local strat-
egy, the accuracy presents a drop on the agents with imbalanced data (1.2% decrease in agent 3 compared to agent 1, and
3.6% drop in agent 4), this is probably caused by the training difficulty for the imbalanced data in the two agents and they
lose some information respectively. However, the collaborative learning model achieves close or even better performance on
the two agents (1% increase in agent 3 compared to agent 1, and 0.1% drop in agent 4) because they could find these infor-
mation lost back from other agents.

This is also reflected in the misclassification rates for agent 4 who has less data of conditions 7 and 8. As shown in Fig. 13
for the confusion percentage, the misclassification rates of conditions 7 and 8 are significantly decreased in the collaborative
learning model, which shows our model could really help local agent to make up their shortcomings.
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Fig. 10. Convergence for collaborative model and performance comparisons with central and local learning strategies in case ii.
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Fig. 11. Convergence and performance comparison for imbalanced wind turbine data (case iii).
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This case shows that collaborative deep learning algorithm could boost the agent with more capacity in classifying the
conditions with imbalanced training data.

4.2.3. scenario III: collaborative deep learning with different distributions

Through the above case studies, the collaborative deep learning shows its efficacy in improving the performance by
exchanging the model parameters with no need of raw data transmission. A more realistic scenario discussed here is that,
the distribution of data in different agents may vary a lot, as different mechanical or energy systems are not consistent in
terms of the degradation process of the components in the systems (as listed in Table 5, where the components are naturally
different). With the assumption that fault occurrence depends on the operating and environmental conditions, imbalanced
setting is often observed in reality, especially for the scenario that the data is collected from distributed complex systems in
this work.

Case iv: Bearing data set with different distributions

Data preparation. The experimental data from 15 bearings [34] is chosen including normal, inner-ring fault and outer-ring
fault conditions, where each condition consists of data from five bearings. To form the case study with different distributions
of data, we assign each agent with the data of three bearings (one bearing for each condition), as listed in Table 5. In this
context, each agent of the distributed mechanical systems consists of three bearings that are different from other agents,
and the distributions of the input data are completely different. We choose the data of 5 bearings and 3 states of these bear-
ings including normal, outer ring fault and inner ring fault. The specific bearing codes are shown in Table 5.

Model structure and hyper-parameters. For the acceleration measurement, 5000 data points are selected for a training sam-
ple and reshaped into 200 x 25 for the LSTM inputs after searching the first dimension from 50 to 400. The first dimension
represents the sequence length for LSTM and the second denotes the dimension for each LTSM input. A one-layer LSTM net-
work is built with 30 hidden units. Each agent is with 2400 training samples for the three conditions. CDAdam is applied and
the learning rate is set as 0.01 after searching from 0.001 to 0.1. The typology is also a fully-connected framework with five
local agents.

Performance evaluation. Fig. 14(a) shows the convergence process of the collaborative deep learning algorithm, which pre-
sents obvious variance as of the parameter exchange during the communication from other agents with different data dis-
tributions. Although the collaborative learning process needs more time to converge, which is actually about 2,500 epochs,
the benefit is also significant as shown in Fig. 14(b), where the accuracy for the collaborative learning model is 92.4% with
over 31% increase than the local learning model.

The confusion matrices of all agents are shown in Fig. 15. In the figures, we show the percentage for the confusion of the
fault type with 800 samples in each type. From the figures, we could view that the collaborative learning method (in the top
panel) classifies the three conditions in most cases for all agents, while the local learning method (in the bottom panel) fails
in lots of cases. The collaborative learning method outperforms in the situations that the individual agent can diagnose the
unseen mechanical systems from other agents, which indicates a good generalization capacity.

In case iii and case iv, we test the generalization of our algorithm and push it more to realistic scenarios. The presented
collaborative deep learning algorithm could also be adaptive to the imbalanced data and non-iid data with different distri-
butions. It means that a collaborative system could be established between the agents with different types of fault data,
which could make the present framework applicable in practical applications.

4.3. Discussions

Data representation and privacy preserving. The presented collaborative deep learning framework is able to extract the use-
ful information for the classification task from other agents. As discussed in Section III, the raw data is not transmitted
between the distributed network formed by distributed complex systems. Instead, the information (knowledge) for the clas-
sification is represented by the model parameters in deep learning structures. Thus the presented collaborative deep learning
framework is able to capture the features of the data without the need of data transmission, which is a naturally privacy
preserving method.

Performance. The collaborative deep learning framework outperforms the local learning scheme, which shows the neces-
sity and advantages of the presented framework. Specifically, in case iv with a more realistic application scenario, the accu-
racy of the presented algorithm is over 31% higher than the local learning algorithm. With no need of raw data transmission,

Table 5

Data setting for the distributed mechanical systems.
System Nor OR Damage IR Damage
1 K001 KAO07 Drilling Holes KIO3 Electric Engraving
2 K002 KA22 Pitting KIO5 Electric Engraving
3 K003 KAO03 Electric Engraving K017 Pitting
4 K005 KA06 Electric Engraving KI07 Electric Engraving
5 K006 KA16 Pitting K104 Pitting

Nor: normal, OR: outer-ring fault, IR: inner-ring fault.
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the collaborative learning method is almost as accurate as the central learning method (which needs data transmission to the
central server), which also shows the efficacy of the presented framework. Four case studies in diverse scenarios and appli-
cations verify its robustness.

Communication costs. Based on case i, the communication costs are estimated. The number of parameters in the LSTM
model is 0.05 M, and the training process takes 1,000 epochs to the convergence. For our collaborative deep learning algo-
rithm, the total amount of information transmitted is about 3.72 GB. For the central learning algorithm, the number of sam-
ples in this experiment is about 80,000 (4-dimensional tensor per sample). Thus the central learning algorithm requires
5.96 GB of raw data transmission. It implies that the collaborative learning reduces the communication costs. Furthermore,
as the amount of data increases, the communication costs increase linearly for the central learning, while the collaborative
learning does not increase if the model size does not increase. In this context, the collaborative deep learning framework will
be more superior for the big data applications.

Load balancing and stability. Regarding load balancing, distributed computing makes full use of the distributed computing
power, and minimizes the loads of the computing units distributed in different locations. With the collaborative deep learn-
ing framework presented in this work, the actual occupancy rate of each GPU is between 10% and 20%, and the central learn-
ing algorithm, the computing resources are occupied around 90-100%. From this perspective, distributed computing reduces
the loading on each unit and improves the stability of the whole system.

Overfitting. With the transmitted parameters of the deep learning model, the collaborative deep learning framework
avoids the overfitting problem when there is limited data in a local data center. For the fault diagnosis of complex (mechan-
ical or energy) systems, the fault data is usually limited and is not willing to be shared in terms of the data privacy while
quite a number of data is needed to train deep learning frameworks for better performance. In this context, the presented
method provides a solution for deploying deep learning methods in the applications.

With shallow/deep models. Although we use LSTM in this paper, other deep structures or shallow machine learning meth-
ods can also be applied with this framework. Also, the topology of the distributed network could influence the performance.
These extensions could be better discussed for future work.
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4.4. Field implementation

For the real implementation, the flowchart is shown in Fig. 16. For the local agents, the architecture in Fig. 17 of the local
application is designed based on the existing network applications in terms of the data storage, data loading, computing plat-
form, etc. For the parameters sharing of the collaborative learning model, the 'signal’ for each local agent can be defined as an
iteration step, where the signal is broadcast once an iteration step is finished (or complete) in a local agent, and the param-
eters of the collaborative learning model are only updated when the signal is received from each of the local agent.

More specifically, the framework first needs the agents that participate in the training to sign a protocol to affirm provid-
ing the parameters of the collaborative model. During initialization, the local agents initialize their local models and then
they broadcast packages to identify the topology of the training network and get the neighbors for communication. Then
the training can be implemented by using either Pytorch or Tensorflow. After training, the agents use FTP protocol softwares
to transfer the local parameters to other agents. They also broadcast their "complete” signal to all the agents in the network.
Then if each agent receives all "complete” signals and all neighbor parameters, it will conduct the averaging and start for
next epoch training. Finally, the local agent stops the training when the convergence or stopping criterion is satisfied.

Specifically, for the communication of the parameters of the collaborative learning model, the architecture is shown in
Fig. 17. The data can be obtained from SCADA system or other data acquisition software, and database is usually used for
storage. SQL tools can be applied to store and manage the local data. When training, we make use of the FPGA or GPUs or
other hardware for computing. FPGA or GPU communicates with their local PCs with the model parameters through the
existing training software like Pytorch or Tensorflow and local PCs transfer their data through a specific port, which is ruled
in the protocol. The transferring is based on the simple data transferring protocol like FTP and the network layer protocol in
this context is TCP/IP. Subsequently the other agents receive the packages and further change the parameters with their own
hardware for training. In the practical implementation, there can also be sublayers like the encryption protocol to further
guarantee the privacy. However, it is beyond the scope of this work, and will be considered in future work.

5. Conclusion

To address the data sharing and apply deep learning structures in distributed complex systems, this work presents a col-
laborative deep learning framework for fault diagnosis. By utilizing the scattered data in distributed mechanical or energy
systems, the proposed framework forms a secure communication strategy with no need of transmitting the raw data, and
obtains a consensus for distributed deep learning models which can be geographically located in different data centers.
The results on four case studies validate the efficacy of the presented framework. It shows that our proposed framework
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Fig. 17. The architecture for implementation of our framework.

is able to improve the diagnosis accuracy compared with the local learning models, and reaches close performance with cen-
tral learning models which has high costs of data transmission. Also, the proposed framework is shown to be robust and
adaptive for diagnosis problems with data that is imbalanced or from different distributions.

Future work will pursue, i) collaborative learning with more structures, ii) topology optimization constrained by commu-
nication costs of geographically distributed systems.
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